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5
Towards Domain Independent 

Named Entity Recognition

Named entity recognition is a preprocessing tool to many natural language processing 
tasks, such as text summarization, speech translation, and document categorization. 
Many systems for named entity recognition have been developed over the past years 

the problem by proposing the use of domain independent features with a maximum 
entropy model and a multiobjective genetic algorithm (MOGA) to select the best 
features. The methods used in this work are backed up by experiments of which the 

drawn and the outlook for future work is considered.

1. Introduction

different literature sources has given rise to the development of many named 
entity recognition systems. The systems that have emerged over the years have 

identify the different diverse domain corpora from which the recognition is going 
to be done , second, we make out the entity types that are common to the different 

task [Tjong Kim Sang and De Meulder 2003] and those used in the MUC-7 Named 
Entity Task, third, we introduce the idea of domain independent features (features 
derived from different domain data sets) on top of local and global features. We 
use a maximum entropy model together with a MOGA to choose the best features 
performance on all domain data sets. Performance improvement with the use of a 
domain independent gazetteer automatically generated using the method used in 
Nadeau et al. [2006] will also be investigated.

achieved in a two step process; (i) Named Entity Detection [NED], where the 
named entities (NEs) in the target text are tagged using the illustrious BIO model 
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used by Tjong Kim Sang [2002] and originally proposed by Ramshaw and Marcus 
[1995], where a tag shows that a word is at the beginning of a NE (B), inside a NE 
(I) or outside a NE (O) and (ii) Named Entity

organization name.

The novelty in our approach is that domain independence will be engineered 
by not only utilizing local context of a word in a sentence and other occurrences 
of the word in the same document, but also makes use of occurrences of each word 
within other domain documents to extract features (domain independent features) 
and the use of a multiobjective algorithm to choose out the most optimal domain 
independent features.

performance without using the domain independence techniques with that when 
the domain independence techniques have been applied over the various domain 
data sets. The improvement in performance using the latter demonstrates the 
feasibility of the approach.

1.1.  Organization

The organization of this paper is as follows: after this introduction, a brief of 
related work is given in Section 2; The Domain Independent Named Entity 
Recognition System (DINERS) which includes the Data, Algorithms and Features 
used is illustrated in Section 3. In Section 4 the different experiments and results 
obtained are examined and discussed. Finally we conclude in Section 5 with a 
summary of the most important observations and an outlook on future work.

1.2.  Related Work

The goal of the NER aims at automatically and robustly annotating named entities 
in large volumes of text. NER systems are required to offer good performance by 
being able to adapt to different domains and document genre’s without much 
(or any) tuning. Many attempts have been made by existing NER researchers to 
develop systems that can successfully be tuned to new domains and applications 
using both hand-crafted and semi-automatic methods, however, there have been 
few successes in developing systems that are robust enough to automatically adapt 
across domains. The adaptability is mainly mired by lack of ontology and rule 
bottlenecks [Bontcheva et al. 2002].

Our work builds on the state-of-the-art approaches by other researchers such as 
Giouli et al. [2006], where in achieving domain independence their main focus was 
on building a homogenous, reusable and adaptable linguistic resource to different 
domains and languages.

the domain structure in training data to learn a more robust named entity recognizer 
that can perform well on a new domain. They improvise a way to automatically 
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rank features based on their how generalizable they are across domains. They then 

Nadeau et al. [2006] use an un-supervised strategy for domain independence by 
creating a system that can recognize named-entities in a given document without 
prior training by using automatically generated gazetteers and later resolving 
ambiguity.

In their work, Bontcheva et al. [2002] presented an approach to domain 
independent named entity recognition which is portable and was built to be 
usable in many different applications, on many different kinds of text and for 

annotating (semi)-automatically digital library content and also for indexing such 
content by entities and events.

Most of the approaches explored employed the use of local content to design 
features; our approach extended to exploit external content of words in different 
domain text and used a strategy of MOGA that is used to empirically make a 
choice of the most useful features.

In this work we have used some methods which are orthogonal to those used 
in the related work, implying that combination of the methods is capable of 
improving performance of domain independence in NER.

2. The Domain Independent Named Entity Recognition System (Diners)

The Domain Independent Named Entity Recognition System (DINERS), 
an innovation by the authors, was developed with the capability of a machine 
learning approach to named entity recognition to be ported from one domain 
to another with very limited re-engineering. The steps followed to achieve the 
domain independence functionality as shown in Figure 1 below and the following 
detail.

1.1. The Data

In this work we use English texts from the following domains:-

2.0.1. CoNLL 2003

2003 data was originally taken from the Reuters Corpus. This corpus consists of 
Reuters news stories. This data set represents the general domain of news stories. 

were already formatted into four columns separated by a single space. Each word 
has been put on a separate line and there is an empty line after each sentence. The 

syntactic chunk tag and the fourth the named entity tag. The chunk tags and the 
named entity tags have the format I-TYPE which means that the word is inside a 
phrase of type TYPE. Only if two phrases of the same type immediately follow 

it starts a new phrase. A word with tag O is not part of a phrase. An illustration 
follows in Table I.
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2.0.2. Courts of Judicature (Uganda) 

This data was extracted from court case judgments from the Uganda Courts of 
Judicature mainly divided into three categories; Supreme Court, Court of Appeal 

2.1. Data Processing

The different data sets were received in different formats; some were already tagged 
for Part of Speech (PoS), chunk tags and named entity tags, and others were not, 
those not tagged were manually tagged for all the three categories by annotators 

The different data sets were further prepared by extracting useful features from 

2.2. Entity Types to recognize

Meulder 2003] are used as the basis for the decision of the classes of NEs used in this work. 

Fig. 1: The Domain Independent Named Entity Recognition 
System(DINERS) Flowchart
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2.3. Feature Derivation

Features are different types of knowledge sources which are used to make tagging 
decisions; they are implemented a binary valued functions which query the history 

2.3.1. Useful Lists

Useful lists will be generated some from without the training data while others will 
be derived from the training data, the following lists are derived using automated 
methods:-

Useful Unigrams for each name class [UNI] - For each of the Named 
Entity classes (single words that come before a name); such as Honorable, 
Mr., Justice etc.
Useful Bigrams for each name class [BIG] - For each of the Named Entity 
classes (two words that come before a name); such as His Worship, His 
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a list of tokens that terminate them are determined; e.g. for the ORG Class 

in a name class; e.g. of the

names
Amongst all the features some will be used for the detection stage while others will 

2.1. The Classification Algorithm

The algorithm used in this work is a Maximum Entropy (ME) model based on 

shown in Equation 1 below.
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2.2. The Multiobjective Genetic Algorithm (MOGA)

The multiobjective algorithm will ideally be used to select out of a pool of all the 
designed domain independent features an optimal set. In this work we adopted the 
MOGA that was used in the work of Kitoogo and Barya [2007].

2.3. Named Entity Recognition

2.3.1.  Named Entity Detection

This stage is for identifying a word or sequences of words that make up the names 

Disambiguation will be performed to solve the problem of mistaken capitalized 
words for named entities using the method applied in the work of Nadeau et al. 
[2006]. The major disambiguation tasks at this stage will be; Entity - Noun and 
Entity - Boundary.
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disambiguation (Entity - Entity) as in Nadeau et al. [2006].

3. Experiments

The experiments conducted in this work have been guided by the following 
framework and are by no means fully exhaustive; they are ideally for exploring 

3.1. Implementation

3.1.1. Toolkit

As an implementation basis, we have used MaxEnt (Maximum Entropy Modeling 

designed to ease the development of systems working on maximum entropy 
modeling [Wang et al. 2006; Hendrickx and Bosch 2004; Hendrickx and Bosch 
2005]. MaxEnt offers routines for conditional maximum entropy modeling, 
parameter estimation and smoothing amongst others.

3.1.2. Data

Kim Sang and De Meulder 2003]. The two data groups (Judicial data sets and the 
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for both training and testing interchangeably. Details of the data sets are given in 
Table IV.

3.1.3. Gazetteer

A list of Magistrates, Registrars and that of Judges (Justices) of the Uganda Courts 
of Judicature were used as the gazetteers in these experiments. A summary of the 
name lists is given in Table V.

3.2. Experimental Methodology

used as the training set and the model is tested on the Judicial text then vice-versa. 

while in the second experiments the domain independent features have been used 
together with a MOGA to test for performance improvement. The experiments are 
further run to test the effect of the usage of gazetteers for the PERSON entity.

The performance of the DINERS is evaluated using standard precision (P), 
recall (R), and F-score, where 

For comparison of performance between the use of the different feature options 

3.3. Results

The baseline results without domain independent features are shown in Table VI. 
Table VII in turn shows the results when domain independent features have been 

impact on both precision and recall rates across all the entities in both cases, i.e. 
even if the training and test sets are interchanged.

The experiments reveal that there is a drop in the overall f-score performance 
for 90.81% to 69.35% and 92.04% to 70.27% respectively for both the baseline 
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results and domain independent features case when the data sets are swapped for 

As shown in Table VIII, the use of gazetteers indicates an improvement from 
94.15% to 94.90% and 76.31 to 77.03 respectively, the difference in both cases is 

      

4. Conclusions

named entities were to be recognized, it was discovered that technical domains 
already annotated with named entities such as person name, location name, and 
organization name are not available and this necessitated manual annotation of 
some of the data used for evaluation.
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In this work one of the initial steps of the identifying, manual annotation, 
and processing of judicial text was a leap towards an attempt to building a 
Judicial Corpora for named entity recognition. The judicial data set together 

Recognition System (DINERS) developed in this research.
Our DINERS demonstrates that the use and empirically crafted combination 

of domain independent feature sets using optimization techniques such as MOGA 
yields improved performance. It can further be concluded from this work that non-
technical data offers better training than technical data sets. The use of gazetteers 

directions in this arena are yet to be explored. For future work, the system may be 
experimented for portability with other technical domains; the range of the domain 
independent features could also be widened. The use document sectioning (Title, 
Date, Body, etc.) will also be explored for possible performance improvement.

different technical domains, however for future work the work will be extended 
to a wider spectrum of technical domains to identify and work towards shared 
technical entities.
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