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Abstract

This paper presents part-of-speech (POS)
tagging experiments conducted to iden-
tify the best method for under-resourced
and morphologically rich languages. The
experiments have been conducted using
different tagging strategies and different
training data sizes for Amharic. Experi-
ments on word segmentation and tag hy-
potheses combination have also been con-
ducted to improve tagging accuracy. The
results showed that methods like MBT
are good for under-resourced languages.
Moreover, segmenting words composed of
morphemes of different POS tags and tag
hypotheses combination are promising di-
rections to improve tagging performance
for under-resourced and morphologically
rich languages.

1 Introduction

Many languages, specially languages of develop-
ing countries, lack sufficient resources and tools
required for the implementation of human lan-
guage technologies. These languages are com-
monly referred to as under-resourced or pi lan-
guages (Besacier et al., 2006). Natural language
technologies for these languages are developed
using small set of data collected by researchers
and, therefore, the performance of such systems
are often inferior compared to systems of tech-
nologically favored languages. The problem is
further aggravated if the language under study is
also morphologically rich as the number of out-
of-vocabulary (OOV) words is usually big. There-
fore, methods that work best with the available re-
source have to be identified.

In this paper, we present POS tagging experi-
ments conducted to identify methods which result
in good performance with small data set available
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for under-resourced and morphologically rich lan-
guages, taking Amharic as a case. Ambharic is one
of the under-resourced and morphologically rich
languages. It is a major language spoken mainly
in Ethiopia and belongs to the Semitic branch of
the Afro-Asiatic super family.

The next section presents previous works on
Ambharic part-of-speech (POS) tagging. In Section
2, we describe the POS tagging methods/software
used in our experiments. Section 3 presents the
corpus as well as tag-sets used in the experiments
and the results of the experiments. Experimen-
tal results with segmented data and tag hypotheses
combination are given in Sections 4 and 5, respec-
tively. Finally, in Section 6 we render our conclu-
sions and future works.

1.1 Previous Works on Amharic POS tagging

The first attempt in Amharic POS tagging is due
to Getachew (2000). He attempted to develop a
Hidden Markov Model (HMM) based POS tagger.
He extracted a total of 23 POS tags from a page
long text (300 words) which is also used for train-
ing and testing the POS tagger. The tagger does
not have the capability of guessing the POS tag of
unknown words.

Adafre (2005) developed a POS tagger using
Conditional Random Fields. Instead of using
the POS tag-set developed by Getachew (2000),
Adafre (2005) developed another abstract tag-set
(consisting of 10 tags). He trained the tagger on
a manually annotated text corpus of five Amharic
news articles (1000 words) and obtained an accu-
racy of 74%.

Gambick et al. (2009) compared three tagging
strategies — Hidden Markov Models (HMM), Sup-
port Vector Machines (SVM) and Maximum En-
tropy (ME) — using the manually annotated cor-
pus (Demeke and Getachew, 2006) developed at
the Ethiopian Language Research Center (ELRC)
of Addis Ababa University. Since the corpus
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contains a few errors and tagging inconsisten-
cies, they cleaned the corpus. Cleaning includes
tagging non-tagged items, correcting some tag-
ging errors and misspellings, merging collocations
tagged with a single tag, and tagging punctuations
(such as “and /) consistently. They have used three
tag-sets: the one used in Adafre (2005), the origi-
nal tag-set developed at ELRC that consists of 30
tags and the 11 basic classes of the ELRC tag-set.
The average accuracies (after 10-fold cross valida-
tion) are 85.56, 88.30, 87.87 for the TnT-, SVM-
and ME-based taggers, respectively for the ELRC
tag-set.

Tachbelie and Menzel (2009) conducted POS
tagging experiments for Amharic in order to use
POS information in language modeling. They
used the same data used by Gambdéck et al. (2009)
but without doing any cleaning. TnT- and SVM-
based taggers have been developed and compared
in terms of performance, tagging speed as well as
memory requirement. The results of their exper-
iments show that with respect to accuracy, SVM-
based taggers perform better than TnT-based tag-
gers although TnT-based taggers are more efficient
with regard to speed and memory requirement.
Since their concern was on the accuracy of the tag-
gers, they used SVM-based taggers to tag their text
for language modeling experiment.

The present work is different from the above
works since its purpose is to identify POS tagging
methods that best work for under-resourced and
morphologically rich languages. Therefore, dif-
ferent algorithms and different training data sizes
have been used to develop POS taggers. Segmen-
tation has also been tried to reduce the effect of
morphological feature of the language. Moreover,
experiments on tag hypotheses combination have
been conducted since it is one way of improving
tagging accuracy.

2 The POS Taggers

We have used different tagging strategies in our
experiments. This section gives a brief description
of the strategies.

Disambig is a module in SRI Language Mod-
eling toolkit (SRILM) (Stolcke, 2010). It trans-
lates a stream of tokens from a vocabulary V1 to a
corresponding stream of tokens from a vocabulary
V2, according to a probabilistic, 1-to-many map-
ping. Ambiguities in the mapping are resolved by
finding the probability P(V'2|V'1) which is com-
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puted as a product of the conditional probabilities
P(V1|V2) and a language model for sequences
over V2, i.e. P(V2). In our case, V1 consists in
word tokens while V2 consists in the correspond-
ing tags. The method has no way to tag unknown
words.

Moses is a statistical machine translation
(SMT) toolkit that allows to automatically train
translation models for any language pair given a
parallel corpus (Koehn, 2010). It offers phrase-
based and tree-based translation models. In our
experiment, the standard phrase-based model has
been used and words and POS tags have been con-
sidered as a language pair. Similar to disambig,
this method does not handle unknown words.

CRF++ is a simple, customizable, and open
source toolkit of Conditional Random Fields
(CRF) for segmenting/labeling sequential data.
CRF++ can be applied to a variety of NLP tasks,
such as Named Entity Recognition, Information
Extraction, Text Chunking, POS and concept tag-
ging (Lafferty et al., 2001).

SVMTool is a support vector machine based
part-of-speech tagger generator (Giménez and
Marquez, 2004). As indicated by the developers,
it is a simple, flexible, effective and efficient tool.

MBT is a memory-based POS tagger-generator
and tagger. The tagger-generator generates a se-
quence tagger on the basis of a tagged training
set and the resulting tagger tags new sequences.
Memory-based tagging is based on the idea that
words occurring in similar contexts will have the
same tag. It is developed using Memory-Based
Learning (MBL), a similarity-based supervised
learning which is an adaptation and extension of
the classical k-Nearest Neighbor (k-NN) (Daele-
mans et al., 2010).

TnT, Trigram’n’Tags, is a Markov model
based, efficient, language independent statistical
part of speech tagger (Brants, 2000). It incorpo-
rates several methods of smoothing and of han-
dling unknown words. TnT handles unknown
words by a suffix trie and successive abstractions
while the main smoothing technique used is linear
interpolation.

3 Ambharic POS Taggers

3.1 The POS tag-set

The POS tag-set developed within “The Anno-
tation of Amharic News Documents” project at
the ELRC has been used. The purpose of the



project was to manually tag each Amharic word
in its context (Demeke and Getachew, 2006). In
this project, a new POS tag-set for Amharic has
been derived. The tag-set has 11 basic classes:
nouns (N), pronouns (PRON), adjectives (ADIJ),
adverbs (ADV), verbs (V), prepositions (PREP),
conjunction (CONJ), interjection (INT), punctu-
ation (PUNC), numeral (NUM) and UNC which
stands for unclassified and is used for words which
are difficult to place in any of the classes. Some
of these basic classes are further subdivided and
a total of 30 POS tags have been identified. Al-
though the tag-set contains a tag for nouns with
preposition (NP), with conjunction (NC) and with
both preposition and conjunction (NPC), it does
not have a separate tag for proper and plural nouns.
Therefore, such nouns are assigned the common
tag N.

3.2 The corpus

The corpus used to train and test the taggers is
also the one developed in the above mentioned
project (Demeke and Getachew, 2006). It consists
of 210,000 manually annotated tokens of Amharic
news documents.

In this corpus, collocations have been anno-
tated inconsistently. Sometimes a collocation is
assigned a single POS tag and sometimes each to-
ken in a collocation got a separate POS tag. For
example, ‘tmhrt bEt’, which means school, has got
a single POS tag, N, in some places and a sepa-
rate POS tags for each of the tokens in some other
places. Therefore, unlike Gambick et al. (2009)
who merged a collocation with a single tag, effort
has been exerted to annotate collocations consis-
tently by assigning separate POS tags for the indi-
vidual words in a collocation.

As the tools used for training the taggers require
a corpus that lists a word and its tag (separated
by white space) per line, we had to process the
corpus accordingly. Moreover, the place and date
of publication of the news items have been deleted
from the corpus as they were not tagged. After
doing the pre-processing tasks, we ended up with
a corpus that consists in 8,075 tagged sentences or
205,354 tagged tokens.

3.3 Performance of the taggers

The corpus (described in Section 3.2) has been
divided into training, development test and eval-
uation test sets in the proportion of 90:5:5. The
development test set has been used for parame-
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ter tuning and the taggers are finally evaluated on
the evaluation test set. We have first trained two
taggers using disambig and SMT (moses) on the
whole training data. These two taggers do not deal
with unknown words. This leads to poor perfor-
mance (75.1% and 74.4% of accuracy on evalua-
tion test set, for SMT and disambig, respectively)
and makes them unpractical for under-resourced
and morphologically rich languages. Thus, we
decided to experiment on other tagging strate-
gies that have ability of tagging unknown words,
namely CRF, SVM, MBT and TnT.

As our aim is to identify methods that best
work with small data set and high number of OOV
words, we developed several taggers using 25%,
50%, 75% and 100% of the training set. Table 1
shows the performance (overall accuracy as well
as accuracy for known and unknown words) of the
taggers. We calculated the accuracy gain obtained
as a result of using relatively large data by sub-
tracting the accuracy obtained using 25% of the
training data from the accuracy we have got us-
ing 100% of the training data. Our assumption is
that the method with high gain value is dependent
on training data size and may not be the best for
under-resourced languages.

As it can be seen from Table 1, in most of the
cases, increasing the amount of training data re-
sulted in performance improvement. However, the
higher increase (gain) has been observed in TnT,
which indicates that the performance of this sys-
tem is more dependent on the size of the train-
ing data than the others. This finding is in line
with what the TnT developers have said ... the
larger the corpus and the higher the accuracy of
the training corpus, the better the performance of
the tagger”(Brants, 2000). Next to TnT, SVM is
the second affected (by the amount of data used
in training) strategy. On the other hand, MBT has
the lowest gain (1.89%), which shows that the per-
formance of MBT is less affected by the amount
of data used in training. Daelemans and Zavrel
(2010) indicated that one of the advantage of MBT
is that relatively small tagged corpus is sufficient
for training. The second less affected taggers are
CRF-based ones with a gain of 2.37%.

4 Word Segmentation

One of the problems in developing natural lan-
guage technologies (NLTs) for morphologically
rich languages is a high number of OOV words



Accuracy in %

25% | 50% | 75% | 100% | Gain
CRF | 83.40 | 85.01 | 85.56 | 85.77 | 2.37
Kn. 87.16 | 87.90 | 88.00 | 87.92 | 0.76
Unk. | 69.97 | 70.05 | 70.07 | 70.24 | 0.27
SVM | 82.27 | 83.50 | 86.16 | 86.30 | 4.03
Kn. 85.20 | 85.67 | 87.84 | 87.85 | 2.65
Unk. | 71.80 | 72.28 | 75.51 | 75.10 | 3.30
MBT | 83.54 | 85.00 | 85.33 | 8543 | 1.89
Kn. 86.21 | 87.13 | 87.12 | 86.99 | 0.78
Unk. | 74.00 | 73.95 | 73.97 | 74.11 | 0.11
TnT | 79.07 | 81.77 | 82.96 | 83.49 | 4.42
Kn. 86.44 | 87.38 | 87.42 | 87.60 | 1.16
Unk. | 52.73 | 52.72 | 54.71 | 53.83 | 1.10

Table 1: Accuracy of taggers on different amount
of unsegmented training data.

which leads to poor performance. This problem
is more serious for under-resourced languages as
the amount of data available for training NLT's is
usually limited. A promising direction is to aban-
don the word as a lexical unit and split words
into smaller word fragments or morphemes. This
approach is now in use in many NLTs includ-
ing speech recognition. We have applied such an
approach in POS tagging by segmenting words
which are assigned compound tags so that the re-
sulting taggers can be applied in sub-word based
NLTs.

Since prepositions and conjunctions are at-
tached to nouns, verbs, adjectives, pronouns and
even to numbers, compound tags (such as NP, NC,
NPC) have been used in the original ELRC tag-
set. We segmented prepositions and conjunctions
from words and assigned the corresponding tag for
each segment. For instance, the word “ldityop’ya*
"for Ethiopia’ which was originally assigned the
tag NP is segmented into /" *for’ and “ityop’ya*
"Ethiopia’ which are tagged with PREP and N, re-
spectively. Figure 1 shows the rate of OOV words
(in the evaluation test set) before and after segmen-
tation for different data sizes. As it can be seen
from the figure, the rate of OOV words reduced
highly as a result of segmentation. Such an ap-
proach also reduced the tag sets from 30 to 16 as it
avoids all compound tags which were found in the
original ELRC tag-set.

Similar to our experiment described in 3.3, we
have developed taggers using different size of the
segmented training data. Generally, the taggers
developed on segmented data have better accuracy
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Figure 1: OOV rate before and after segmentation

than the taggers developed using unsegmented
data (see Table 2). However, direct comparison
of the results is not fair as the tag-set used are dif-
ferent. Although the overall accuracy and the ac-
curacy for known words increased with the train-
ing data size, the gain is not as big as it is for
the taggers developed on unsegmented data. For
all taggers, the accuracy of unknown words de-
creased as the training data size increases. This
is a surprising result which requires further inves-
tigation. The result of the experiment further justi-
fies that TnT works better with large training data
size (having higher gain, 1.69, compared to the
other systems) and MBT is less affected with the
amount of training data. The results also enable us
to conclude that segmenting words which are com-
posed of morphemes of different POS and which
are assigned compound tags is a means of improv-
ing tagging accuracy for under-resourced and mor-
phologically rich languages.

Accuracy in %

25% | 50% | 75% | 100% | Gain
CRF | 92.39 | 92.88 | 93.23 | 93.42 | 1.03
Kn. 93.82 | 93.92 | 94.19 | 94.37 | 0.55
Unk. | 82.44 | 82.47 | 81.90 | 80.63 | -1.81
SVM | 92.64 | 93.30 | 93.34 | 93.50 | 0.86
Kn. 93.99 | 94.18 | 94.21 | 94.33 | 0.34
Unk. | 83.27 | 84.57 | 83.13 | 82.26 | -1.01
MBT | 91.45 | 91.89 | 91.87 | 92.13 | 0.68
Kn. 92.98 | 92.89 | 92.79 | 92.98 | 0.00
Unk. | 80.79 | 81.95 | 81.08 | 80.51 | -0.28
TnT | 89.98 | 90.97 | 91.40 | 91.67 | 1.69
Kn. 92.69 | 93.04 | 93.24 | 93.34 | 0.65
Unk. | 71.18 | 70.38 | 69.73 | 68.96 | -2.22

Table 2: Accuracy of taggers on different amount
of segmented training data.



5 Taggers Combination

Since a possible way of improving POS tagging
performance is to combine the output of sev-
eral taggers, we also experimented on combin-
ing the hypotheses of different taggers using four
combination methods. As previous experiments
[(De Pauw et al., 2006) and (Shacham and Winter,
2007)] on hypotheses combination show that naive
approaches outperform the more elaborated meth-
ods, three of the combination methods used in our
experiments are naive ones. These are majority
voting, taking the correct tag from the hypotheses
(called as oracle in De Pauw et al. (2006)) and
combination of tags proposed for known and un-
known words.

In majority voting, as the name implies, a tag
that is proposed by most of the taggers is consid-
ered as a hypothesis tag for a given word. In case
of ties, the tag proposed by the best performing in-
dividual tagger is considered. In the oracle combi-
nation, among the tags proposed by individual tag-
gers, the one that matches with the gold standard is
considered. When no hypothesis matches, the one
proposed by the best performing tagger is taken.
The third type of combination (called afterword
hybrid) is based on the performance of individ-
ual taggers for known and unknown words. Our
experiment on unsegmented data shows that CRF-
based taggers performed best for known words re-
gardless of the size of the training data. On the
other hand, MBT- and SVM-based taggers have
high performance for unknown words depending
on the amount of data used in training (see Table
1). This inspired us to combine the hypotheses of
these taggers by taking the tag proposed by CRF-
based tagger if the word is known and the tag pro-
posed by MBT-based (for 25% and 50% training
set) or SVM-based (for 75% and 100% training
set) taggers otherwise.

The fourth combination method is the one ap-
plied in speech recognition. This approach (called
HPR! hereafter) considers the tags proposed by
the individual taggers for one word as n-best tags.
It, then, generates a confusion network from the
n-best and the tag with the highest posterior prob-
ability will be selected. Table 3 shows the result
of the combined taggers.

As it can be seen from Table 3, on the un-
segmented data, majority voting method did not
bring improvement over best performing taggers

!Stands for Highest Posterior Probability.
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Accuracy in %

25% | 50% | 75% | 100%
BestTag.® | 83.54 | 85.01 | 86.16 | 86.30
Majority | 83.40 | 85.00 | 86.07 | 86.28
Known 87.16 | 87.85 | 87.83 | 87.84
Unknown | 69.97 | 70.24 | 74.93 | 75.02
HPR 85.04 | 85.82 | 86.33 | 86.49
Known 87.44 | 87.96 | 87.91 | 87.92
Unknown | 76.43 | 74.75 | 76.32 | 76.17
Hybrid 84.29 | 85.64 | 86.30 | 86.36
Known 87.16 | 87.90 | 88.00 | 87.92
Unknown | 74.00 | 73.95 | 75.51 | 75.10
Oracle 88.86 | 89.35 | 89.21 | 89.23
Known 89.96 | 90.29 | 89.96 | 89.83
Unknown | 84.92 | 84.47 | 84.41 | 84.83

“BestTag in Tables 3 and 4 indicates the overall accuracy
of best individual taggers.

Table 3: Accuracy of combined taggers on unseg-
mented data.

for all training data sizes. Moreover, the com-
bined hypotheses of taggers trained on 25% of the
data matches with the hypotheses of CRF-based
tagger trained on the same data set. This indi-
cates that most of the taggers agree with CRF-
based tagger. On the other hand, HPR and hy-
brid combination methods brought overall perfor-
mance improvement over the best individual tag-
gers in all the cases. HPR method also consistently
improved the accuracy for unknown words. As ex-
pected, the oracle approach is the best of all com-
bination method. However, this method is useful
only to show the highest attainable performance.
Moreover, if the taggers are going to be applied
to tag large text (required for language modeling,
for instance), the oracle combination method be-
comes unpractical. Therefore, we can conclude
that, the HPR and hybrid combination methods are
promising to improve POS tagging performance
for under-resourced languages.

For the segmented data, the hybrid method be-
comes unpractical since SVM-based taggers out-
performed all the other taggers in the accuracy of
known (except CRF tagger trained on 100% train-
ing data) and unknown words regardless of the
size of the training data. Therefore, on this data
set, only the other three combination methods have
been used. As Table 4 shows, the oracle combi-
nation shows the best possible performance. The
HPR combination outperformed all individual tag-
gers. Like HPR, majority voting resulted in better



performance than all individual taggers but SVM-
based taggers trained on 25% of the training data
with which it brought the same result.

Accuracy in %

25% | 50% | 75% | 100%
BestTag. | 92.64 | 93.30 | 93.34 | 93.50
Majority | 92.64 | 93.31 | 93.38 | 93.51
Known 93.99 | 94.19 | 94.25 | 94.34
Unknown | 83.27 | 84.57 | 83.13 | 82.26
HPR 92.83 | 93.36 | 93.43 | 93.70
Known 94.05 | 94.20 | 94.23 | 94.44
Unknown | 84.35 | 85.01 | 84.05 | 83.55
Oracle 95.06 | 95.29 | 95.30 | 95.40
Known 95.70 | 95.69 | 95.69 | 95.75
Unknown | 90.59 | 91.32 | 90.70 | 90.67

Table 4: Accuracy of combined taggers on seg-
mented data.

6 Conclusion

This paper presents POS tagging experiments con-
ducted with the aim of identifying the best method
for under-resourced and morphologically rich lan-
guages. The result of our POS tagging experi-
ment for Amharic showed that MBT is a good
tagging strategy for under-resourced languages as
the accuracy of the tagger is less affected as the
amount of training data increases compared with
other methods, particularly TnT.

We are also able to show that segmenting words
composed of morphemes that have different POS
tags is a promising direction to get better tagging
accuracy for morphologically rich languages. Our
experiment on hypothesis combination showed
that HPR and hybrid combination methods are
practical to bring improvement in tagging under-
resourced languages.

In the future, we will apply the taggers in au-
tomatic speech recognition as well as statistical
machine translation tasks for under-resourced and
morphologically-rich languages.
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